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Abstract.

This paper addresses itself to methods of analysisforxcategorical variables of the
sort utilized in attitude and human behaviour research. It recommends the adoption of a
technique which has been successtully applied to epidemiological, clinical investigation,
laboratory and microbiological data. It is known as ridit analysis. After reviewing some
general atlitude scaling methods and problems of analysis related to them, the ridit
method is described. Application of ridit analysis to a recent study undertaken to assess
health care service quality in Western North Carolina is presented. The technique is
conceptually and computationally simpler than other conventional statistical methods. It

is also a distribution free method. Basic requirements and limitations on its use are also
indicated.

1. Introduction:

Measuring attitudes has been the subject matter of many
researches in a variety of disciplines such as sociology,
management, and political sciences. Attitude measurement
generally means finding out where a particular attitude lies along a
scale ranging from extreme favourableness to extreme
unfavourableness. This is usually carried out through sample
surveys where a collection of questions (statements) covering the
various aspects of certain attitude are directed to every member of
the selected sample. Responses to these questions (statements) are
then appropriately scaled and combined into a meaningful whole
delining the measured attitude. The applied scales may be of
nominal, ordinal, interval, or ratio nature depending on the degree of
sophistication the researcher wishes to introduce in his
measurement, Moser and Kalton (1975).



The most commonly used approach for measuring the strength
of a person’s attitude is to assign numerical scores to possible
answers to each question. The answers are usually of varying
intensity, ranging, for example, from “strongly against” to “strongly
in favour”. Once a score is selected by the respondent his position
on the cale continuum is indicated. The respondent's attitude is
measured by his total score on all items. Average scores can be
calculated for the total sample and for particular subsamples.
These are then used as estimates for the overall attitude in the
population in question and in subgroups of it.

Examples of such inquiries in the fields of marketing research
and evaluation of banking and health care services may be found in
Dimatteo et al. (1979), Schneider et al. (1980), Parasuraman et al.
(1985), Kaplan et. al. (1986 and .1989), Al-Hamad and Al-Shoeib
(1990), Soliman (1992), and Al-Haddad (1992).

Analysis of data acrued from such scoring systems is
frequently based upon conventional statistical techniques such as
the Normal, student or chi-square test and the analysis of variance. Such techniques
necessarily require the fulfiiment of certain theoretical
assumptions which, in reality, may not be satisfied or at best may
be in doubt. Moreover, the application of these techniques and the
interpretation of their findings may not be an easy task for the
unspecialised persons who are not fully aware of their problems.

This paper suggests the use of RIDIT technique as a substitute
lo conventional methods, for analysing attitude survey data. It is a
simpler technique as far as conceptual as well as computational
aspects are concerned. From the theoretical. point of view, the
technique does not require any assumption about the nature or the
form of the distribution of the data under consideration, or any other
theoretical requirement. The paper consists of six sections the
first of which is this introduction. In section two some general
techniques of attitude scaling and measurement are mentioned. Is
section also discusses the problems inherent in data analysis based
on existing technigues of attitude measurement. Section three
describes the ridit analysis as an alternative technique for
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analysing attitude d:-'a. Section four provides an empirical example
on the use of ridits. Section five discusses the technique, basic
requirements and limitations. A summary of the work is given in the
last section.

2. Attitude measurement techniques and problems of.
their data analysis:

The categorical variables of the sort utilized in attitude
research can be classified under what Bross (1958) identified as
“borderland” response variables. These fall between dichotomous
classification variables of the type yes/no and refined measurement
variables characterized by space-time stability. Moser and Kalton
(1975) reviewed some general procedures of . .attitude scaling and
measurement. A book edited by Summers (1977) titled “attitude
measurement” contains a detailed description of these as well as of
other procedures. In general, all attitude measurement techniques
follow some common stages in forming an attitude scale. These
stages summarize in the assembly of scale item pool, the choice
from this pool of the items to be used in the final scale, and the
checking of the validity and reliability of the formed scale. The
most commonly used techniques are: Thurstone interval scale,
Likert summated scale, Guttman scale, and the Semantic
Differential Scale. These as well as other: techniques attempt to
represent response variables either by well ordered subjective
scales’ or by numerical systems which are heavily dependent upon
research protocols or technical skills of the investigators. " As
Fleiss (1981) argued, these numerical measurement systems have
many drawbacks. They give the impression of greater accuracy than
really exists. Also, the results obtained depend on the particular
system employed; the choice of a numbering system is by no means a
simple one. If, however, the mentioned techniques are considered
individually the following observations may be noted. Thurstone
scaling is criticised of its labouriousness and of the doubt as
whether the interval measurement which the procedure attempts tlo
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produce is a true interval scale. Likert numbering system on the
other hand is hard to justify since it implies that the differences
between categories are equivalent to the distances between the
numbers given to them. Guttman scale is also criticised of its
analytical complexity and the difficulty of attaining item perfect
scalability which, if achieved, may lead to a narrow universe of
content. As regards the Semantic Differential scale. and apart from
the multidimentionality aspect characterizing it the 'validity of the
scale is questioned when applied to sensitive topics of respondents
because of the social desirability effects, Heise (in Summers, 1977,
ch. 14). Do

Furthermore, the analysis of data resulting from such and
similar scaling systems frequently includes the calculation of
means and variances and the undertaking of significance tests
between groups using the conventional chi-square and sudent t tests and/or the
analysis of variance procedures. Use of such methods essentially
requires the fulfiiment of certain theoretical assumptions about the
form of the parent population and related parameters. In many
instances of real world situations, these assumptions!- are far from
being satisfied. The data can be very SKewed because of concentration
of observations at one or two categories at either ends of the rating
scale. As Bross (1958, p. 26) has argued, the analytical tool for data
resulting from "borderland” response variables should preferably be
distribution free as far as possible. The ridit analysis described in
the following section has this desirable feature and is, therefore,
suggested as a good substitute.

3. Ridit apalysis as a substitute:

1

It was in 1958 when Bross introduced ridit as a new member
of the *it” family which includes probits and logits. But unlike
other members which are relative to theoretical distributions,
ridits are relative to an indentified distribution (an empirical one).

- Normality assumptions (for example, population data as well as error deviations
are normaty distributed and error deviations are homogeneous) are common requisites
for such statistizal procedures.



It is a simple, general purpose technique of analysis suitable to
“borderland” variables. It does not attempt to quantify the
categories of these variables but instead takes the advantage of the
natural ordering between them. The only assumption made is that
the discrete categories represent intervals of underlying but
unobservable continuous distribution with no additional assumptions
about normality or distributional form, Fleiss (1981). The technique -
has been successfully utilized for analysis of epidemiological and
clinical investigations, and laboratory animal and microbiological
experiments, Bross (1958, p.19).

In brief, the procedure begins with the selection of a reference
(standard) group. From its frequency. distribution, a ridit
corresponding to each category is calculated. The mean ridit for any
other comparison group Is calculated as a weighted average of its
frequency distribution with the reference group ridits being the
weights. Assessment of group positions relative to the reference
group, and between-group comparisons can be effected through mean
ridits and conventional significance tests. The mathematical
expressions for ridit calculations and their interpretations are given
In the following paragraphs.

Let the reference and comparison groups be respectively
symbolized by the letters s and c¢. The number of observations
(frequency) lying in the ith category of the two groups are then
denoted by:

flandff ;i=1,2,...K, where K Is the number of categories
in both groups.

Let also [, denote the accumulated frequencies for the
reference group but displaced one category downwards, l.c.,

i 20  L..uus (1)

(=30 . i=223...,K (2)
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Ridits associated with the vanous categones of the reference group
may be calculated by: ; |
E=(/NYE+1/2 £) ... o

" i=1,2,... K O (3)

, where NS is the total number of observatrons in the reference
group (the group size). Equation (3) provrdes a stralghtforward
interpretation of the ridit of a category. It is the proportron of all
observations falling below the lower ranking categories plus half =
the proportion 'falling in the given category. If the values are -
uniformly distributed within the category, the ridit is the proportion
of all observations having a value at or below the midpoint of the
category. As Bross (1958, p.21) indicated, this operation is a way of
assigning numbers (weights or probabilities) instead of names to the
-ordered categories of the response variable. In this way, one would
be able to carry out conventional statistical operations such as -
means, variances, confidence intervals, etc. -

To compare some other group with the reference group, the
~mean ridit of the comparison group * may be calculated by:

_; L&
Fe g anh

i=1,2,... K (4)

, where - NC is the size of the comparison group. |

The mean ridit of a group may be interpreted as the probability
that an individual selected at random from the group is “worse off”
or having a value indicating greater severity or seriousness than an
individual selected at random from the reference group.! The mean
ridit for the reference group is necessarily 0.5 by definition of a
ridit, i.e.,

S Ty ,
[':—I\I—‘%r,fi,l=x,29- ,K
= 0.5 - | (5)
L Assuming that the categories represent increasing degrees of severity or

seriousness as in cases of pains or accidents.



The standard error of the mean ridit for any comparison group, s.e.
(7°), may be calculated by! :

g, fc\3
S.e.(t°)+ ! 1+NC+I + l Z(f +i)
o 293N°€ NS NS(N+N€—1) NS(N°+ NC)(N’+N°-1)

(6)

Ji=1,2,...:K

When NS is very large relative to NC, the standard error simplifies
to:
S.e(F)= —n (7)
24/3N°¢

Without the need to define a new reference group, comparison
between any two groups can be effected by virtue of an odds
statement of the form:

=1 O.5+'d (8)
—(0.5+d)
‘where d is the numerical difference between mean ridits of the two
groups. This odds ratio is the chance of an individual from a given
group is “worse off” than an individual from the other group. In this
way, the mean ridit can not only tell us whether individuals in a
certain group are “worse off” or “better off” than individuails in the
other group, but also how much they are so, Bross (1958, p. 23).
Notice that any comparison group can be used as a reference group
for any other group, especially if the frequency distributions of the
contrasted groups are widely different, yielding a probability (or
odds) less than zero or greater than one. ‘

The significance of the differences between two mean ridits [
and r; can be tested by the conventional Z statistic as:

! Equations (6) to (10) below are quotedfrom Fleiss (1981, pp. 154 and 55)
with appropriate national adjustments.



where,

S.e.(rz-r,)-f m (10) -
: b |

Ninety five percent confidence intervals on ridit means can be
approximated by add_ingﬁil/wfi\l? to 1he calculated mean ridit.
Graphing mean ridits along ‘with corresponding confidence intervals
is a useful means of summarlzmg data from many groups.
Interesting relatlonshlps can than be detected and the effect of
sampling variability can be evaluated.

4. Application of ridit analysis to an empirical
“SERVQUAL” attitude inquiry:

A recent study was undertaken by Soliman to assess the
quality of health service in médlcal practices in Western North
Carolina, Soliman (1992). The study used a cross-sectional sample
of 700 adults! aged 25 years and over randomized between pnvate _
offices and clinics and among all physicians. The sample also
included ‘a number of city and state government offices as well as
some businessmen. Both genders were represented in the sample.
As Soliman summarized it “the sample seems to. be older, Wealthier,
female dominated, and more highly educated than the average
population”, Soliman (1992, p. 129). ' |

The objectives of the study were: 1) to assess the overall
quality of health care services as well as five of its dimensions as
perceived by the sample, 2)'to compare the perceived quality of the
senior group with that of the younger group, and 3) to identify

L The number of returned questio9nnaires was 491 of which 463 were usable.
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-quality variables and dimensions that discriminate between the two
age groups. |

The basic study measuring instrument was a “SEVQUAL" scale,
used by service organizations, which consists of two sets of
statements each comprising 26 items. The two sets respectively
represent perceptions of service delivery (P) and matching
expectations of performance (E). Each item in both sets is measured
using a 7-point Likert type scale where a score 1 represents
“strongly disagree” and a score 7 represents “strongly agree”.
Service quality is measured by the difference between perception
and expectation scores for all items, i.e., Q=P-E. It ranges between
-6 and +6. Positive scores imply judgements of high quality and
negative scores designate judgements of low quality. Five service
quality dimensions were identified as: 'tangibles (4 items),
realibility (5 -.items), responsiveness (4 items) , assurance
(7 items ), and empathy (6 items):; they are referred to in table (1).
In analysing survey resuits, Soliman relied on several conventional
statistical methods. They include calculation of mean scores and
variances, undertaking of t and x* tests, and of discriminate,
correlation and multiple regression analyses. \

Ridit analysis as explained in section 4 was undertaken for

all the 26 variables of service quality. For any single variable or
group of variables the following steps for ridit calculations are
carried out. '

(a) prepare the frequency distribution of the reference group
(f}), i.e., the number of observations at each category ' (or
category code). ,

(b} divide each frequency by 2, i.e., f;/2.

(c) calculate accumulated frequencies f',‘ using equations (1)
and (2); displacing one category downwards.

(d) add corresponding numbers in steps (b) and (c)

(e) divide values in step- (d) by total number of observations;
the resulting numbers are the ridits f!, equation (3)
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(f) prepare the frequency distribution of any desired
~ comparison group represented by f,
(g) multiply reference group ridits i, step(e), by
corresponding comparison group frequencies add the -
‘products and divide the sum by the total number of |
observations in the comparison group, equatlon (4) The
resulting number is the group mean ridit ' '
(h) calculate other statistics as requnred using equations
" (5) to (10). ‘ ‘

Frequencres for groups of vanables constltutmg the defined

quality dimensions were summed over and analysed by ridits as done
for individual variables. Total frequencies for all the 26 variables
were similarly calculated and analysed. This rnay not be the best
way to represent quality dimensions or the whole quality continuum.
The mere grouping of frequenmes of relevant variables is- likely to
- produce exaggerated and ‘unrealistic numbers of cases. ' The
aggregation procedure may, however, be valid if the aggregated
frequency distribution is not very much different from the individual
distributions. Goodness of fit tests, based on Kolmogorov - Smirnov
one sample statistic, between aggregated distributions (theoretical)
and individual distributions (empirical) supported the grouping.
More than 82 percent of the tests showed insignificance, table (2).
This procedure, however, needs to be. further investigated before
recommending it as a general procedure for it may not fit all types
of data. _
Ridit analysis was undertaken for each of the two age groups
- separately, considering the total sample as the reference group.
Mean ridits, their standard errors, values of the:Z statistic, and
probability (odds ratios) are the main features of the analysrs The
results are shown in table (1).

The main findings of the health care ridit analysis is now
given. Considering first the overall service quality, it is found that .
the average quality rating is lower in the younger group and higher in~
the older group than it is in the reference group. The differences are
statistically significant at the 0.05 level for the younger group and
at the 0.01 level for the older group. The differences in ratings
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between the two groups are highly significant, see table (1).
The odds ratio is 19:20 thatan individual from the
25-65 age group rates service quality lower than an individual from
the reference group. This chance is 6.:5 for the > 65 age group
relative to the reference group. The chance is 5:4 that an individual
from the older group rates quality higher than an individual from the
younger group. -

At all quality dimensions but tangibles the younger group'
‘judges quality as lower while the older group judges it as higher
than does the total sample. The differences between younger group
‘and total sample ratings are significant (at the 0.01 level) only for
the assurance dimension. On the other hand, the differences between
the older group and the total sample 'rating.s are significant (at least
at the 0.05 level) for all dimensions but tangibles. - The differences
in ratings between the two groups are stati's‘.tically significant for
at least four of the five quality dimensions.

5. Limitations on_ the use of ridits:

One important aspect of the ridit technique that distinguishes
it from other techniques is the choice of some identified
distribution acting as reference and on the basis of which other
particular distributions may be compared. In this regards, Bross
(1958, p.21) indicated that a key element in an intelligent choice of
the baseline distribution is to try to achieve the space-time
stability of the proposed refined measurement system. To do this,
- numbers that are repeatable from study to study in a continuous
research program and numbers that are comparable from one
program to another in multi-program phenomena should be selected. |

Sometimes, a natural genuine choice is made of the sort
employed in laboratory, clinical and biological investigations when a
control (normal) sample is selected against the experimental
(treated) sample. In some cases, the study series as a whole may be
used as a reference group since it is representative of some larger
population. This is exactly what has been done in the analysis of
health care service quality when the total sample was considered

197



the baseline for comparing young and old sub-samples. But such a
choice should not be always taken for grante_d since the total sample
may not be homogeneous ~and may not represent any particular
populatton '

Other less lmportant hmltatlons exust in the use of ridits for
-analysmg data on subjective or numeric “borderland” response
variables. Though ridits possess certain properties ' that may
improve the space-time stability of “borderland” variable
~ measurements, there is no guarantee that they can solve some of the
' ?deep rooted problems inherent in these vanables Bross (1958
'p.36) stated that no matter ‘what the nature of the.. original
‘observations may be, the distribution of ridits will be closely
approximated by a “rectangular distribution”. For the very Skewed
data (all observations falling into ~very few categories) the
f approxitnati'on of ridits by a “rectangular distribution” is going to be
‘poorer and a correction is needed to reduce the variance.

- The issues of ridits’ variances and the types -of data suutable,
for safe ridit analysis have been points of controversy. Mantel
(1979) drew the attention to the improprieties that can arise in the
~formulation of a hypothetical variance of a uniformly distributed
variable for a ridit and how they can affect the process of
hypothesis testing about mean ridits. - He also pointed out the
insensitivity of ridit scores at either of the scale ends in certain
types of data. For example, in studies involving severity of pain
where there is high frequency of little or no pain and low frequency
of severe or extreme pain, the results of ridit analysis are
"dominated by the data at the low end of the pain scale and are
largely insensitive to data at what should be the important high end.
Mantel (1979, p.27) summed up his criticism to ranking procedures
in general and to ridit scaling in particular by noting that the user of
ridit analysis has surrendered his right to select a reasonable, if
imperfect, scaling to a method of analysis which has then forced a
....... scaling on him. |

1 For example, consolidation or elaboration of the subdivisions of a subjective
scale will have no effect upon the calculation of ridits.



6. Summary:

The main concern of this paper is to adopt a technique, which
has been successfully used for analysing epidemiological and micro
biological data, for the analysis of categorical variables designed to
describe attitudes and human behaviour. The technique is known as
ridit “relative to identified distribution” and was introduced by
Bross in 1958. In attitude enquiries, a sample of questions
(statements) covering the main aspects of the measured attitude are
directed to a sample of individuals. Each question (statement) has
possible answers of varying. intensity. These possible answers are
given numerical scores and a person’'s attitude is defined by his
total score on all items. The main problem with such numerical
measurements of categorical variables is that. they assume that the
differences between categories ‘are equivalent to the differences
between the numbers given to them which is hard to justify. In
addition, a unique numbering system does not exist and the choice of
a suitable system is not an easy task. Furthermore, the analysis of
data resulting from such measurement systerris rests upon
conventional statistical methods which require the fulfilment . of
theoretical assumptions regarding the distributional forms of the
“variables. | e . |
Ridit analysis is a distribution -  free method and is

conceptually as well as computationally simpler than other
conventional methods. It does not attempt to quantify the

_categories of subjective variables but takes advantage of the
natural ordering between them. Thé technique begins with the
selection of an empirically observed distribution as a reference. It
calculates a ridit for each category in that distribution. This is just
a way of assigning weights to the categories since a ridit for any
category is the probability of having a value at or below the
midpoint of the category. A mean ridit for .any other comparison
distribution may be calculated as a weighted average of its observed
frequencies, using the ridits of the references distribution as
weights.
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Standard errors and confidence intervals for mean ridits can
be calculated and hypotheses concerning differences between groups
can be tested using the simple conventional Normal Variable distribution
mathematical expressions of ridit analysis and their interpretations
are given. . ' - o
An application of the I’ldlt techmque to an empirical study
undertaken in the United States in 1992 for assessmg health care
service quality is carried out. Comparison between original study
findings and ridit analysis findings is not the aim of presenting the
application The purpose is, rather, to demonstrate the usefulness
of the technique for analysing categorical data- of the type obtained
through attitude and behavioural research. ‘

Interesting conclusions on how ratings of health care service
quality differed between younger and older groups of the selected
sample are made through ridits. . |

Some limitations on the use of ridit analysas are noted. They
mainly relate to the underling assumption of ridits as uniformly
distributed variables which affects the calculations of mean ridits’
variances, their confidence intervals, and consequently the process
of hypothesis testing. Such an assumnption is likely to be violated
for particular sets of data (the very skeweq Ones). A particular
attention is- drawn to the problem of selecting a suitable reference
distribution. It is a crucial element in ridit analysis but,
nevertheless, is not an unresolved quéstion.
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THE EGYPTIAN POPULATION AND FAMILY PLANNING REVIEW.

: fablé "(2)

Kolmogorov-Smlrnov test of slgnlﬂcance of . dlﬂerences ’
between grouped frequency distributions (theoretlcal) and
‘individual frequency dlstrlbutlons (observed)

Dimensions and .. - _Total | 26-65 | >65
variables . . _sample | age group | _age group
D1: V1-V4
V1 S S N
v2 N SN N
V3 N N N
vVa S 'S N
D2: V5-V9
Vs N N N
V6 N N N
V7. S s N
V8 N N N
V9 N N. N
D4: V10 - Vi3 ) o
V10 N N ‘N
AR N N N
Viz2 S S N
Vi3 N N N
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Dimensions and

Total
sample

25 - 65
age group

> 65
a rou

variables

D1:_V14- V20

V14
V15
V16
V17
V18

V19 .

'V 20

222 0nZ22Z22Z

Z2ZZ0ZZ2Z

2222222

D5: V21 - V26
va1
V22
v23
v24
vas
V 26

20V nZ22Z2Z

Z2nLnzzZz2Z2

zzz222=2

Significant at both the 0.05 and 0.01 levels.
Not significant at either of the two levels.
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